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TWO-LEVEL STOCHASTIC CONTROL FOR A LINEAR SYSTEM
WITH NONCLASSICAL INFORMATION
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A problem of control law design for large scale stochastic systems is discussed. Nonclassical information pattern is con-
sidered. A two-level hierarchical control structure with a coordinator on the upper level and local controllers on the lower
level is proposed. A suboptimal algorithm with a partial decomposition of calculations and decentralized local control is
obtained. A simple example is presented to illustrate the proposed approach.
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1. Introduction

This paper deals with control design for large-scale
stochastic systems composed of interconnected linear sub-
systems. It is obvious that the quality of control depends
on the assumed information and control structures. In
the centralized structure (one-level structure) a central de-
cision maker determines control values on the basis of
the available information collected from all subsystems.
However, in large-scale systems the process of transmis-
sion and transformation of information in a centralized
way may be difficult to implement. This leads to the de-
centralization of information and control structures.

Control and optimization for large-scale systems are
usually based on the decomposition of global system into
subsystems in order to decrease computational require-
ments and the amount of information to be transmitted to
and processed by decision makers.

Different control and coordination methods are de-
scribed, e.g., in (Findeisenet al., 1980; Mesarovicet al.,
1974; Aoki, 1973; Chong and Athans, 1971; Ho, 1980;
Gessing, 1987). Decentralized control problems may be
complicated in the case of a nonclassical information pat-
tern (Witsenhausen, 1968). In this case decision makers
have different information that is used for the determina-
tion of control.

In the present paper a hierarchical control problem
with local decision makers (controllers) on the lower level
and a coordinator on the upper level is considered. It is as-
sumed that the local controllers have essential information
of their subsystems while the coordinator has aggregated

information on the whole system. The problem is to de-
sign control laws that minimize a quadratic performance
index.

A primary problem statement was discussed in
(Gessing and Duda, 1995), where the so-called elastic
constraint (Gessing, 1987) was applied. A two-fold in-
terpretation of a control variable was used in control law
design. Thei-th local control variable was treated as a
decision variable for thei-th local controller and as a ran-
dom variable for other decision makers. Consequently,
the solution had a closed-form linear representation. It
seemed that the obtained control laws were optimal.

Present paper differs in the synthesis of control laws
that lead to a suboptimal solution. The control laws,
however, have the same form as in (Gessing and Duda,
1995). This means that the two-fold interpretation of con-
trol variables does not lead to an optimal solution. The
primary version of the problem was presented in (Duda
and Brandys, 2002).

2. Problem Formulation

Let us consider a large-scale static system composed of
M distributed subsystems and described by input-output
equations

xi = B∗
iiui +

M∑
j 6= i
j = 1

Aijxj + w∗
i

= B∗
iiui +

∑
j 6=i

Aijxj + w∗
i , i = 1, 2, . . . ,M, (1)
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where xi, ui, w
∗
i denote the output, control and random

input vector variables of thei-th subsystem, respectively,
B∗

ii and Aij being given matrices with appropriate di-
mensions.

The system is observed via the following output

yi = φi(w∗
i , ei), i = 1, 2, . . . ,M, (2)

where yi and ei are the vectors of measurements and
measurement errors of thei-th subsystem, respectively,
φi being a given vector function. We assume thatw∗

i and
ei are random variables with given probability distribu-
tion functions, independent ofw∗

j and ej , i 6= j. The
form of the model (2) will be justified in the sequel.

For convenience, random variables will be denoted
using bold type, while sample realizations of the random
variables will be denoted by other types.

It will be clear from the context whether a variable
should be treated as a random variable or as a realization
of a random variable.

Let the performance index which should be mini-
mized have the form

I = E

[ M∑
i=1

(xT
i Qixi + uT

i Hiui)ui=ai(·)

]
, (3)

where E denotes the expectation operation andai is a
control law. It is possible to design a control lawai as a
function of informationy = [yT

1 , yT
2 , . . . , yT

M ]T , i.e. ui =
ai(y). In this case the whole information from distributed
subsystems is sent to a central controller. Next, the control
value ui determined from the designed control lawai is
forwarded to thei-th local subsystem.

Nevertheless, the proposed structure of information
and control is not reasonable for large-scale distributed
systems (largeM ) because of communication and com-
putational complexities. Another way is to design a con-
trol law ai as a function of the information measurement
yi, i.e. ui = ai(yi). This leads to a completely decen-
tralized control system based on decentralized informa-
tion. Unfortunately, an optimal solution cannot be de-
signed whereas suboptimal algorithms are far from being
optimal. Thus we propose a control strategy realized in a
two-level hierarchical structure with a coordinator on the
upper level and local controllers on the lower one. Let the
available information for the decision makers be as fol-
lows: The i-th local controller receives a measurement
yi from the i-th subsystem. The coordinator receives an
aggregated form of the measurementyi given by

mi = Diyi, (4)

where mi, i = 1, 2, . . . ,M is a vector of a dimension
lower than yi, Di being a given matrix. Consequently,

the amount of information transmitted and converted by
the coordinator may be decreased. If no information is
sent to the coordinator from thei-th subsystem, then
dim mi = 0. The coordinator determines the values of
coordinating variablespi, i = 1, 2, . . . ,M based on in-
formationm = [mT

1 ,mT
2 , . . . ,mT

M ]T and transmits them
to local controllers.

The i-th local controller determines the value of the
control ui based on informationyi and the coordinating
variable pi. Therefore, by the admissible control laws of
the coordinator and thei-th local controller we mean the
functionspi = bi(m) and ui = ai(yi, pi), respectively.

The problem is to design optimal control lawsbo
i ,

i = 1, 2, . . . ,M for the coordinator andao
i for the i-th

local decision maker that minimize the performance in-
dex (3) subject to the constraint (1).

3. Problem Solution

Denoting

vi =
∑
i 6=j

Aijxj (5)

and inserting (5) into (1) and then the resulting relation
into (3) gives

I = E

{ M∑
i=1

[
uT

i Viui+2(vi+w∗
i )

T QiB
∗
iiui+vi

T Qivi

+2vT
i Qiw∗

i +w∗T
i Qiw∗

i

]
ui=ai[yi,bi(m)]

}
, (6)

whereVi = B∗T
ii QiB

∗
ii + Hi.

Control laws ao
i and bo

i , i = 1, 2, . . . ,M should
minimize the performance index (6).

3.1. Synthesis of Local Control Laws

In order to control thei-th subsystem based on avail-
able information, thei-th decision maker requires some
knowledge of interaction(vi).

Let the information provided by the coordinator to
the i-th decision maker be the best estimate of the inter-
action

v∗i = E|mvi = E|m
∑
i 6=j

Aijxj, (7)

where E|m denotes the conditional mean givenm.
Therefore, a modified model of thei-th subsystem is de-
scribed by

xi = B∗
iiui + v∗i + w∗

i (8)
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and the performance index (6) has the form

I∗ =E

{ M∑
i=1

[
uT

i Viui+2(v∗
i +w∗

i )
T QiB

∗
iiui+v∗T

i Qiv∗
i

+ 2v∗T
i Qiw∗

i + w∗T
i Qiw∗

i

]
ui=ai[yi,bi(m)]

}

=EE|m

{ M∑
i=1

[. . . ]ui=ai(yi,pi)

}
, (9)

wherev∗
i = E|mvi.

We see from (9) that the optimal control lawsuo
i =

ao
i [yi, pi], i = 1, 2, . . . ,M can be found by minimizing

the expression

Ī∗ =E|m

{ M∑
i=1

[
uT

i Viui + 2(v∗i + w∗
i )

T QiB
∗
iiui

+ v∗T
i Qiv

∗
i + 2v∗T

i Qiw∗
i

+ w∗T
i Qiw∗

i

]
ui=ai(yi,pi)

}
(10)

subject to (7). Let us notice thatE|m(.) is a random vari-
able whileE|m(·) is a realization of the random variable.
Thereforepi = bi(m) and v∗

i = E|mvi in (9) are ran-
dom variables whilepi = bi(m) and v∗i = E|mvi in
(10) are deterministic variables treated as parameters.

In order to solve the minimization problem, we use
the Lagrange multiplier method. The Lagrangian func-
tional has the form

Ī∗∗ = E|m

{ M∑
i=1

[
uT

i Viui + 2(v∗i + w∗
i )

T QiB
∗
iiui

+ v∗T
i Qiv

∗
i + 2v∗T

i Qiw∗
i

+ w∗T
i Qiw∗

i + 2lTi (v∗i −
∑
j 6=i

Aijxj)
]}

= E|m

{ M∑
i=1

[
uT

i Viui + 2(v∗i + w∗
i )

T
QiB

∗
iiui

+ v∗T
i Qiv

∗
i + 2v∗T

i Qiw∗
i + w∗T

i Qiw∗
i

+ 2lTi v∗i − 2
∑
j 6=i

lTj Ajixi]}, (11)

where li is a Lagrange multiplier treated as a parameter.

Inserting (8) into (11) gives

Ī∗∗ = E|m

{ M∑
i=1

[
uT

i Viui + 2
(
v∗T

i QiB
∗
ii

+ w∗T
i QiB

∗
ii −

∑
j 6=i

lTj AjiB
∗
ii

)
ui

+ v∗T
i Qiv

∗
i + 2v∗T

i Qiw∗
i + w∗T

i Qiw∗
i

+ 2lTi v∗i − 2
∑
j 6=i

lTj Aji(v∗i + w∗
i )

}
. (12)

From (12) we know that the local control laws can
be found independently by the minimization of the local
Lagrangian functionals:

Īi∗∗ = E|m

{
[uT

i Viui + 2(v∗T
i QiB

∗
ii + w∗T

i QiB
∗
ii

−
∑
j 6=i

lTj AjiB
∗
ii)ui + v∗T

i Qiv
∗
i

+ 2v∗T
i Qiw∗

i + w∗T
i Qiw∗

i + 2lTi v∗i

− 2
∑
j 6=i

lTj Aji(v∗i + w∗
i )]ui=ai(yi,pi)

}
= E|m

{
E|m,yi

[. . . ]ui=ai(yi,pi)

}
. (13)

Therefore the optimal controlui results from the mini-
mization of the function

Si∗∗ = E|m,yi

[
uT

i Viui + 2(v∗T
i QiB

∗
ii

+ w∗T
i QiB

∗
ii −

∑
j 6=i

lTj AjiB
∗
ii)ui

+ v∗T
i Qiv

∗
i + 2v∗T

i Qiw∗
i + w∗T

i Qiw∗
i

+ 2lTi v∗i − 2
∑
j 6=i

lTj Aji(v∗i + w∗
i )

]
. (14)

Observe that minimization with respect to the func-
tion ui = ai(yi, pi) in (13) is replaced by the minimiza-
tion with respect to the variableui in (14).

Performing theE|m,yi
operation in (14) gives

Si∗∗ =
[
uT

i Viui + 2
(
v∗T

i QiB
∗
ii + ŵ∗T

i QiB
∗
ii

−
∑
j 6=i

lTj AjiB
∗
ii

)
ui

+ v∗T
i Qiv

∗
i + 2v∗T

i Qiŵ
∗
i + 2lTi v∗i

−2
∑
j 6=i

lTj Aji(v∗i +ŵ∗
i )

]
+E|yi

w∗T
i Qiw∗

i, (15)
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where

ŵ∗
i = E|m,yi

w∗
i = E|yi

w∗
i (16)

is the estimate of the random variablew∗
i given informa-

tion yi.

Making the derivative of (15) with respect toui

equal to zero yields

uo
i = V −1

i

[∑
j 6=i

B∗T
ii AT

jilj − B∗T
ii Qi(ŵ∗

i + v∗i )
]
. (17)

Denoting

pi =E|muo
i

=E|m

{
V −1

i

[∑
j 6=i

B∗T
ii AT

jilj−B∗T
ii Qi(ŵ∗

i +v∗
i )

]}
(18)

and determining the expectation givenm gives

pi = V −1
i

[∑
j 6=i

B∗T
ii AT

jilj − B∗T
ii Qi(w̄∗

i + v∗i )
]
, (19)

where

w̄∗
i = E|mw∗

i = E|mi
w∗

i (20)

is the estimate of the random variablew∗
i given informa-

tion mi.

Using (19) in (17) gives

uo
i = pi − V −1

i B∗T
ii Qi(ŵ∗

i − w̄∗
i ). (21)

The i-th local control depends on the coordinating vari-
able pi and the local estimateŝw∗

i and w̄∗
i .

In order to determine the local estimates defined by
(16) and (20), a model of measurements is required. This
model is described by (2).

3.2. Synthesis of Optimal Control Laws
for the Coordinator

Write

x = [xT
1 xT

2 . . . xT
M]T ,

uo = [uoT
1 uoT

2 . . . uoT
M ]T ,

p = [pT
1 pT

2 . . . pT
M]T ,

w∗ = [w∗T
1 w∗T

2 . . . w∗T
M ]T ,

Qd = diag [Q1 Q2 . . . QM ],

Hd = diag [H1 H2 . . . HM ],

V −1
d = diag [V −1

1 V −1
2 . . . V −1

M ],

Bd = diag [B∗
11 B∗

22 . . . B∗
MM ],

and

B∗ = 1−


01 A12 . . . A1M

A21 02 . . . A2M

. . . . . . . . . . . .

AM1 . . . . . . 0M

 , (22)

where 1 is a unit matrix and0i, i = 1, 2, . . . ,M are
zero-element matrices of appropriate dimensions.

Therefore, (3) and (1) can be written in the form

I = E
[
(xTQdx + uoTHduo)

]
, (23)

x = Buo + w, (24)

where

uo = p− V −1
d BT

d Qd(ŵ∗ − w̄∗), (25)

B = (B∗)−1Bd, w = (B∗)−1w∗. (26)

Inserting (24) and (25) into (23) yields

I = E
[
(pTV p + 2pTBT Qdw̄)p=b(m)

]
+ s

= E
[
E|m(·)p=b(m)

]
+ s, (27)

whereV = Hd + BT QdB, w̄ = E|mw and

s=E
[
(ŵ∗−w̄∗)T QdBdV

−1
d V V −1

d BT
d Qd(ŵ∗−w̄∗)

+wTQdw−2(ŵ∗−w̄∗)T QdBdV
−1
d BT Qdw

]
. (28)

We see thats is independent of the designed control laws.

From (27) we know that coordinating variablesp =
[pT

1 , . . . , pT
M ]T can be found by the minimization of the

function

S = pT V p + 2pT BT Qdw̄. (29)

Differentiating (29) with respect top and equating the
result to zero gives

po = −V −1BT Qdw̄ = −V −1BT Qd(B∗)−1w̄∗. (30)

The value ofpo
i is forwarded to thei-th local controller.

Inserting (30) into (27) gives

Io = s − E(w̄TQdBV −1BT Qdw̄). (31)

Using (31), we can compare the quality of control for
different kinds of information sent from local subsystems
to the coordinator.
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4. Example

Consider a simple system composed of two subsystems
for which

B∗
11 =

[
2
1

]
, A12 =

[
1 1
1 2

]
,

B∗
22 =

[
3
1

]
, A21 =

[
1 2
1 1

]
, (32)

Q1 =

[
1 −1
−1 1

]
, H1 = [ 1 ],

Q2 =

[
2 1
1 1

]
, H2 = [ 2 ]. (33)

Let the model of measurements for thei-th subsys-
tem have the form

yi = Ciw
∗
i + ei (34)

for which

C1 =

[
1 0
0 1

]
, C2 =

[
1 0
0 1

]
. (35)

Assume that Gaussian random variablesw∗
1, w∗

2,
e1 and e2 are characterized by

Ew∗
1 =

[
1
2

]
, Ew∗

2 =

[
1
1

]
,

Pw∗
1

=

[
2 1
1 1

]
, Pw∗

2
=

[
2 1
1 1

]
, (36)

Ee1 =

[
1
1

]
, Ee2 =

[
1
0

]
,

Pe1 =

[
1 0
0 1

]
, Pe2 =

[
1 0
0 1

]
. (37)

Also, assume thatD1 = [ 1 1 ] and dimm2 = 0 (no
information is sent from the second subsystem to the co-
ordinator).

The control laws of the local controllers have the
form

uo
1 = p1 +

[
−0.5 0.5

]
(ŵ∗

1 − w̄∗
1),

uo
2 = p2 +

[
−0.26 −0.15

]
(ŵ∗

2 − w̄∗
2). (38)

The optimal decisions of the coordinator have the
form

po =

[
−0.39 −0.03 0.02 −0.24
−0.10 0.10 −0.11 0.17

]
w̄∗. (39)

The estimateŵ∗
i can be determined from the con-

ventional formulae

ŵ∗
i = Ew∗

i + Pw∗
i yi

P−1
yiyi

(yi − Eyi), (40)

where

Pw∗
i yi

= E(w∗
i − Ew∗

i )(yi − Eyi)T ,

Pyiyi
= E(yi − Eyi)(yi − Eyi)T .

Therefore, we have

ŵ∗
1 =

[
−0.8
0.4

]
+

[
0.6 0.2
0.2 0.4

]
y1, (41)

ŵ∗
2 =

[
−0.4
0.2

]
+

[
0.6 0.2
0.2 0.4

]
y2. (42)

The estimatew̄∗
1 can be determined from the formu-

lae

w̄∗
1 = Ew∗

1 + Pw∗
1m1P

−1
m1m1

(m1 − Em1). (43)

For given data we have

w̄∗
1 =

[
−1.14
0.57

]
+

[
0.43
0.29

]
m1. (44)

We get the estimatēw∗
2 = Ew∗

2 since no informa-
tion is sent to the coordinator.

The estimatew̄ results from (26) and has the form

w̄ = (B∗)−1

[
w̄∗

1

w̄∗
2

]
, (45)

where w̄∗
1 results from (44).

Therefore,

w̄ =


−1.36
0.17
−0.02
−0.19

 +


0.07
−0.17
−0.26
−0.09

m1. (46)

The effect of the aggregated informationmi on the
control quality was investigated. The results are presented
in Tab. 1.
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Table 1. Quality of control in the hierarchical control structure.

mi = Diyi Io

D1 = 1, D2 = 1 5.1764

D1 = [1 1], dim m2 = 0 5.6162

D1 = 1, D2 = [1 1] 5.1894

D1 = [1 1], D2 = 1 5.2651

D1 = [1 1], D2 = [1 1] 5.2803

dim m1 = 0, dim m2 = 0 6.2816

If D1 = 1 and D2 = 1, then the measurements
y1 = [y1

1 y2
1 ]T and y2 = [y1

2 y2
2 ]T are sent to the co-

ordinator. In this case,uo
i = po

i and the algorithm is
optimal. The value of the performance index is equal to
5.1764. If D1 = 1 and D2 = [1 1], then the measure-
mentsm1 = y1 = [y1

1 y2
1 ]T and m2 = y1

2 + y2
2 are sent

from the local subsystems to the coordinator. The algo-
rithm is suboptimal. The value of the performance index
is equal to 5.1894. The loss of optimality is about 0.2%.
In this case it is interesting to realize control in a two-level
hierarchical control structure instead of sending all infor-
mation to the central decision maker.

If dim m1 = 0 and dimm2 = 0, then no informa-
tion is sent to the coordinator. The value of the perfor-
mance index is equal to 6.2816. The loss of optimality is
about 21%.

5. Conclusions

In this paper a suboptimal control algorithm realized by
decision makers having different information has been
proposed. In the synthesis of local control laws it is as-
sumed that the variable representing an interaction be-
tween subsystems is replaced by its best estimate calcu-
lated by the coordinator. Consequently, it is possible to
partially decompose calculations and decentralize local
controls.

It is found that the suboptimal local control laws are
linear functions of local random input (disturbance) esti-
mates and coordinating variables. An interaction is taken
into account by the coordinator. It takes an optimal de-
cision that is a linear function of an estimate of global
disturbances.

It is possible to compare the qualities of control re-
alized in one and two-level hierarchical control struc-
tures. Sometimes it is reasonable to consider suboptimal
control realized in a two-level hierarchical control struc-
ture instead of optimal control realized by one central
controller.
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